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How large should datasets be before machine learning scientists can begin meaningful work? Continuous learning 

has always been the most promising approach, as even a few new samples can significantly alter a model’s trajectory [1,2]. 

Can we afford to wait years to gather large datasets, especially when such delays could limit critical testing opportunities? 

This dilemma reflects what we encountered during the COVID-19 pandemic—when rapid, data-driven responses were vital. 

As future epidemics loom, human-in-the-loop machine learning becomes not just useful but essential for timely and 

effective public healthcare [3,4,5]. And as we harness AI for social good, what about its carbon footprint [6]? While tech 

giants train models on massive datasets, we must also confront the environmental cost of such efforts. Now is the time to 

champion sustainable computing practices, including green AI, and integrate human-AI collaboration at the core. 

Consider another frontier: dark matter – should we wait for annotations before building models, or begin iterative learning 

like humans do? Just as people learn continuously from birth, so too must AI evolve ethically [7], transparently [8], and 

sustainably. Green computing, guided by responsible AI governance, is crucial for developing AI systems that not only 

solve problems but also uphold societal and environmental well-being through real-world 

experimentation and interpretability [7,8,9]. 
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